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Abstract 
Key message  We modeled 10-year netstand volume growth with four machine learning (ML) methods, i.e., artificial-
neural networks (ANN), support vector machines (SVM), random forests (RF), andnearest neighbor analysis (NN), 
and with linear regression analysis.Incorporating interactions of multiple variables, the ML methods ANN and SVM-
predicted nonlinear system behavior and unraveled complex relations withgreater accuracy than regression analysis.
Context  Investigating the quantitative and qualitative characteristics of short-term forest dynamics is essential for testing 
whether the desired goals in forest-ecosystem conservation and restoration are achieved. Inventory data from the Jojadeh 
section of the Farim Forest located in the uneven-aged, mixed Hyrcanian Forest were used to model and predict 10-year net 
annual stand volume increment with new machine learning technologies.
Aims  The main objective of this study was to predict net annual stand volume increment as the preeminent factor of forest 
growth and yield models.
Methods  In the current study, volume increment was modeled from two consecutive inventories in 2003 and 2013 using four 
machine learning techniques that used physiographic data of the forest as input for model development: (i) artificial neural 
networks (ANN), (ii) support vector machines (SVM), (iii) random forests (RF), and (iv) nearest neighbor analysis (NN). 
Results from the various machine learning technologies were compared against results produced with regression analysis.
Results  ANNs and SVMs with a linear kernel function that incorporated field-measurements of terrain slope and aspect as 
input variables were able to predict plot-level volume increment with a greater accuracy (94%) than regression analysis (87%).
Conclusion  These results provide compelling evidence for the added utility of machine learning technologies for modeling 
plot-level volume increment in the context of forest dynamics and management.

Keywords  Machine learning methods · Modeling · Model comparison · Plot-level volume estimates

1  Introduction

Hyrcanian uneven-aged mixed forests are located on the 
southern margin of the Caspian Sea and north of Alborz 
Mountain, where they cover an area of 55,000 km2 and are 
of great importance for maintaining the biodiversity in this 
part of the world (Sagheb Talebi et al. 2014). Forestry that 
intends to maintain this biodiversity must be based on robust 
predictions of forest volume growth at the stand scale that 
guide sustainable forest management.

Management decisions influence forest growth and yield 
(Gardingen et al. 2006) and generally follow the principles 
of sustainable forest production to ensure that cutting does 
not exceed the actual forest growth (Sterba 2002). Periodic 
change in volume is a key estimate of forest productivity, 
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is the foundation of many forest growth and yield models 
(Sun, 2007; Thakur et  al. 2019), and is essential for 
determining the sustainable allowable cut in uneven-aged 
forest management to ensure the conservation of biological 
diversity, forest health, and the long-term sustainability of 
forests (Bayat et al. 2013). A thorough understanding of 
volume increment enables successful stand projections and 
the development of appropriate management (harvesting) 
plans and conservation measures (Miller et  al. 2005) 
based on rational and scientifically sound criteria (Sinha 
et  al. 2017). Typically, methods that most accurately 
estimate stand volume growth with a minimum number 
of independent variables enjoy the greatest robustness and 
utility (Vieira et al. 2018).

Due to the usually high costs associated with time-
consuming fieldwork required for data collection and 
the remoteness of some forest areas, indirect methods 
for quantifying growth and productivity of forests are 
quite appealing (Leak 2011). Examples of some of these 
indirect methods are regression models, machine learning 
technologies, and the use of environmental, climatic, 
and topographic constraints for quantifying growth 
(Davis et al. 2001; Bourque and Bayat 2015; Bourque 
et al. 2019). Indeed, the use of models is a quick, easy, 
inexpensive, and reliable way of quantifying complex 
dynamics in ecological state variables (Eskelson et al. 
2009; Breidenbach et al. 2010; Yu et al. 2010). Machine 
learning technologies that employ a set of statistical and 
modeling approaches have recently proven their utility for 
identifying latent patterns and relationships in databases. 
Organizations that can collect and maintain a wide range 
of information at low costs can spearhead the use of 
machine learning technologies to bring significant value-
added services and products to the organization (Hilbert 
and Ostendorf 2001, Ingram et al. 2005). Approaches 
available for machine learning are diverse and a few 
of these hold promise for applications in forestry are 
described below.

Different growth and yield modeling approaches have 
been pursued for predicting forest dynamics. Whereas 
process-based models incorporate fundamental cause 
and effect relationships that control tree growth and can 
therefore simulate growth processes even when growing 
conditions vary over time, such models are rarely used 
in management because of their high level of complexity 
and intensive data requirement (Ashraf et al. 2012). In 
contrast, empirical growth and yield models, which may be 
potentially biased when the environment or the management 
regime changes rapidly, remain popular with government 
departments and forest companies that estimate yield as a 
function of current tree dimensions, stand density, and site 
quality (Ashraf et al. 2012). While empirical models have 

traditionally been developed using regression techniques, 
including mixed regression models, artificial neural 
networks (ANNs) may constitute an alternative approach 
to develop more robust models than traditional regression 
approaches.

ANNs form a subset of artificial intelligence (AI) 
that are used for a wide range of problem-solving tasks, 
including in communication memory, optimization, 
prediction, diagnosis, and control (Reis et  al. 2016; 
Vieira et al. 2018; Bayat et al. 2020). The structure and 
function of ANNs mimic the neurons in the human brain 
and consist of a few simple structural components with 
complex connections (Strobl and Forte 2007). In forestry, 
ANNs are often used to solve complex multivariate 
problems (Maier and

Support vector machines (SVMs) are considered 
the most powerful and accurate in their ability to solve 
problems. This method is based on classification and 
regression theory of statistical learning developed by 
Vapnik et al. (1963, 1964). In general, SVMs focus on 
the boundary between classes. Input space created by 
independent variables is covered by linear or nonlinear 
transformations that are based on core functions, 
including lower- and higher-order polynomials, radial 
base (RBF), and sigmoidal functions. The SVM 
algorithm tries to find a throw page (i.e., splitter super-
page with the maximum distance from the margin points) 
that can accurately predict the distribution of data (Wang 
et al. 2009). The support vector machine has been used in 
many studies such as in the estimation of forest structure 
(Lee et al. 2018) and estimation of forest characteristics 
(Shataee et al. 2012).

Random forest (RF) is a nonparametric method 
developed as an extension of the classification and 
regression trees method (i.e., CART; Breiman 2001). 
This method can be used for a variety of regression 
problems and prediction of forest-dependent variables 
(Watts and Lawrence 2008; Walton 2008; Eskelson et al. 
2009; Breidenbach et al. 2010; Yu et al. 2010). Another 
popular classification technique in forestry applications 
(e.g., Holmstrom and Fransson 2003) is based on nearest 
neighbor (NN) analysis, which generates and applies 
classification rules through training samples, without 
requiring additional information.

The main objective of this study was to predict net annual 
stand volume increment as the preeminent factor of forest 
growth and yield models. Taking advantage of the capabilities 
of modern machine learning techniques, we estimated net 
annual stand volume increment using the machine learning 
techniques of ANN, SVM, RF, and NN and compared these 
estimates with those derived from the traditional estimation 
and modeling approaches.
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2 � Materials and methods

2.1 � Study area

The study was done in the Jojadeh section of the Farim 
Forest that is located in the Mazandaran province in the 
southern part of Sari City on the slopes of the northern 
Alborz Mountains (Dodangeh district) (Fig. 1). The section 
covers about 3550 ha with elevations that range from 782 to 
1750 m above mean sea level (AMSL). The regional climate 

is classified as humid based on the Ivanov method (Hamidi 
et al. 2019). Favorable climatic conditions coincide with 
the passage of Mediterranean airmasses from the west and 
Siberia and the Caspian Sea from the north that provide 
an annual rainfall of about 833 mm and an average annual 
temperature of about 11.2 °C. The close to nature forest 
management process implemented in northern Iran is a 
combination of the single tree and group selection systems 
in which about 2.5% of the standing volume is removed 
per year, which has led to the development of a typical 

Fig. 1   Location of the study area in northern Iran. Variations in color indicate different elevations (m, AMSL; see legend)

Page 3 of 16    4Annals of Forest Science (2021) 78: 4



1 3

heterogeneous, uneven-aged, mixed forest within the study 
area. The study area was comprised of the following tree 
species that were shade tolerant to intermediately shade-
tolerant and comprised the vast majority of the standing 
volume: Oriental beech (Fagus orientalis Lipsky, 60%), 
European hornbeam (Carpinus betulus L. 15%), Caucasian 
alder (Alnus subcordata C.A. Mey., 11%), and Velvet maple 
(Acer velutinum Boiss., 7%) (Hamidi et al. 2016).

2.2 � Study methods

In 2003, 313 circular inventory plots (0.1 ha, each) were 
systematically laid out on an inventory grid (200 m × 
150 m). Due to steep north-facing slopes, the directions 
of the grid axes were set north-to-south and east-to-
west, allowing the surveyors to walk along the contours 
of the land. Slope corrections were applied to plot radii 
measured along the soil surface to obtain horizontal plot 
areas of precisely 0.1 ha. Plot centers were monumented 
with a pole during the first measurement period. All 
trees were numbered with paint for identification at later 
inventories, and the position of the DBH was permanently 
marked on each tree.

In each plot, the diameter at breast height (DBH) of all 
trees with a DBH > 12.5 cm was measured with calipers in 
2003 and 2013 and it was recorded whether each tree was 
alive or dead. New ingrowth trees were added in 2013 if they 
passed the 12.5 cm minimum DBH threshold. Physiographic 
factors, including slope, aspect, and elevation, were field-
verified and recorded for each plot.

After data entry, basal areas and volumes in 2003 and 
2013 were computed for each tree, summed to the plot level, 
and extrapolated to the hectare level. For each plot, volumes 
of live and dead trees as well as harvested volumes were 
computed. In addition, the square of the basal area of 2003 
was computed, and slope, aspect, elevation, temperature, 
and precipitation data were compiled. Temperature and 
precipitation data were interpolated from records obtained 
in the three closest climate stations (Pol-e Sefid, Alasht and 
Kiasar), giving the greatest weight to data from the closest 
station. The 10-year net annual volume change or periodic 
annual volume increment (PAIVOL) between 2003 and 2013 
was calculated as

where PAIVOL is the net annual volume change over 
10 years, VE is the volume at the end of the measurement 
period (2013), VH is the average of volume that was 
harvested or died across all plots during the same period, 
and VB is the volume at the beginning of the measurement 
period (2003).

(1)PAIVOL = (V
E
+ V

H
− V

B
)∕10

In this study, stem volumes of a total of 4832 trees for 
which a diameter was measured were estimated using official 
tariff (volume) tables that were converted into the following 
volume functions by species (Bayat et al. 2013):

where v is the stem volume (m3) and DBH is the diameter 
at breast height (cm).

Once net annual volume change between 2003 and 2013 
was computed, the following general estimation workflow 
of the machine learning and statistical methods that show 
different inputs, processes, variables, and outputs were 
pursued (Fig. 2). Following data collection and identification 
of the dependent and independent variables, the data were 
analyzed by one statistical method (i.e., least squares 
regression analysis) and four different machine learning 
methods. In three of the four machine learning methods, 
different algorithms were explored to find the best model (a 
more detailed explanation is given in the following sections).

The potential parameters to the volume increment model 
(PAIVOL) included a measure of competition (quantified 
as basal area (BA) and basal area squared (BA2); Vanclay 
1994) and several physiographic (aspect (ASP), slope 
(SLP), elevation (ELE)) and climatic variables (temperature 
(TEMP), precipitation (PRE)). The stepwise selection 
(or sequential replacement) procedure was used to select 
statistically significant independent variables. Regression 
analysis was used to model the 10-year net annual volume 
increment (PAIVOL) (Lhotka, and Loewenstein, 2011, 
Heshmatol Vaezin et al. 2008, Schroder et al. 2002) as:

where γ, λ, β, α, φ, ρ, ω, χ, and υ are the model parameters 
that were estimated with regression analysis.

Four machine learning algorithms (i.e., ANNs, SVMs, RF, 
and NN) were tested in the current study. The salient features 
of the various machine learning methods are as follows:

1.	 ANNs used in this study consisted of two common 
architectures, one based on the feed-forward multilayer 
perceptron (MLP) and one on the radial basis function 
(RBF). The MLP- and RBF-based ANNs with 
backpropagation are the most used in solving difficult 
engineering problems (Walling et al. 2001; Zhu et al. 2007). 
The methods provide robust estimates (Reis et al. 2018; 

(2)Fagus orientalis ∶ v = 0.0001000DBH2.503

(3)Carpinus betulus ∶ v = 0.0000999DBH2.470

(4)Other species ∶ v = 0.0002996DBH2.273

(5)

PAI
VOL

= � + �BA + �BA2 + �.ASP

+ �.SLP + �.ELE + � .TEMP + �.PRE)
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Bayat et al. 2019a) and give approximations to all sorts of 
nonlinear functions (Benali et al. 2019). These ANNs were 
trained with back-propagation algorithms, using a random 
subset of 70% of the input–output data records for model 
training and the rest for testing (Hilbert et al. 2001; Benali 
et al. 2019). Prior to training, all input and output data were 
normalized (Nagy et al. 2002; Van Dao et al. 2020). The 
ANN structure was iteratively altered by changing the 
number of hidden nodes. The structure that produced the 
least amount of error (i.e., the difference between modeled 
and observed values) was selected for testing at a later stage.

2.	 SVM is a nonparametric, supervised statistical method 
that is a binary classifier (Mountrakis et al. 2011). In 
creating an associated model, the kernel type must 
be selected, and the number of kernel parameters 
needs to be determined (Shataee et al. 2012). In this 
study, four kernel types were examined, including a 
linear, polynomial, RBF-based, and sigmoidal type 
(Vafaei et al. 2018). The kernel parameters include 
capacity (c), gamma (γ), and epsilon (ε). To evaluate 
the model fits, gamma values were calculated as 1 
divided by number of independent variables (Hsu 
et  al. 2010). For selecting the best parameters, 

capacity, and epsilon rates, a tenfold cross-validation 
with 1000 iterations for minimizing the error function 
(Schölkopf et al. 2000) through a specified grid search 
method (Hsu et al. 2010) was used. The specified 
grid search included a range of capacity from 1 to 50, 
which is equal to the range of input variables (Mattera 
and Haykin 1999); epsilon rates varied from 0.1 to 
0.5. Internally, the SVM calculates the model not with 
a simple formula but optimizes the model stepwise. 
The strictness of this optimization is controlled by the 
capacity and epsilon parameters.

3.	 RF is a group of algorithms that use a set of decision 
trees for classification and prediction (Dietterich 2000). 
Decision trees represent rules, which can be easily 
understood and used in knowledge systems such as 
databases. A decision tree is a hierarchical model for 
supervised learning whereby local regions are identified 
in a sequence of recursive splits in a small number of 
steps. A decision tree is composed of internal decision 
nodes and terminal leaves. Based on our input data, we 
created five nodes and used 300 initial trees for training 
and testing to produce a graph that shows the average 
squared error rate against each tree. One of the main 

Fig. 2   The workflow employed 
in this study to develop the 
model of volume change using 
a statistical (regression) method 
and machine learning methods
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parameters that must be set is the k-predictor for each 
node. The simplest way to determine k is to calculate the 
square root of the total number of independent variables, 
i.e., k ≤ √n, where n is number of input variables.

4.	 The kNN method categorizes a point according to its nearest 
neighbors. The k-graph of NN is the point on the graph that 
is connected to its nearest neighbor. The degree of similarity 
is based on a distance metric based on Euclidean, Euclidean 
squared, Manhattan, or Chebychev distances calculated for 
selected attributes. The number of neighbors used depends 
on the type of data. The number of optimal neighbors is 
typically between 5 and 10 (e.g., Kutzer 2008; Gu et al. 
2006; Reese et al. 2002; Sanquetta et al. 2015) but can be 
as high as 50 (e.g., Finely et al. 2006).

Among the models with different kernels, the supportFor 
each model, we first randomly selected 70% of the data for 
training and 30% for validation/testing (see also Bayat et al. 
2019a; Benali et al. 2019). Common criteria for assessing the 
goodness-of-fit of model predictions have historically been the 
coefficient of determination (R2), the root-mean-squared error 
(RMSE), the relative RMSE, BIAS, and the relative BIAS 
(Lumbres et al. 2016). An important advantage of the relative 
RMSE (in %) is that it enables comparisons among predictions 
produced by different models (Pulido-Calvo et al. 2007).

where esti and obsi are the ith estimate and observation, 
respectively, and n is the number of observations.

(6)RMSE =

�

∑n

i=1
(est

i
− obs

i
)2

n

(7)
relative RMSE = 100 ∗ (RMSE∕mean observation value)

(8)BIAS =

∑n

i=1
(est

i
− obs

i
)

n

(9)
Relative BIAS = 100 ∗ (BIAS∕mean observation value)

3 � Results

3.1 � Stand metrics

In general, the mean values of DBH, BA, and volume covered 
a broad range of conditions and consistently increased between 
2003 and 2013 (Table 1).

Between 2003 and 2013, an average volume of 
5.7 m3 ha−1 year−1 was harvested and 2.0 m3 ha−1 year−1 
died across all plots. Figure 3 shows how harvest and 
natural morality was divided among different tree size 
classes of trees.

3.2 � Regression analysis

Net annual volume increment per hectare was 
2.36 m3 ha−1 year−1 (SE = 0.07 m3 ha−1 year−1) and ranged 
between 0.15 and 7.58 m3 ha−1 year−1. Average basal area 
across the study area was 23.08 m2 ha−1 (SE = 0.55 m2 ha−1) 
and ranged between 1.18 and 54.05 m2 ha−1. There was a 
mild curvilinear relation between 10-year net annual volume 
increment and basal area that was best captured by the following 
regression model Eq. (7).

where PAIVOL is the net annual volume increment (m3 
ha−1) and BA is the basal area (m2 ha−1) in 2003.

None of the physiographic or climatic variables were sta-
tistically significantly related to net annual volume increment. 
BA (t = 7.18, p < 0.001) and BA2 (t = 2.45, p = 0.015) were 
statistically significant, resulting in an R2 of 0.81, a root-mean-
squared error of 0.52 m3 ha−1, and residual standard error of 
0.27 m3 ha−1. The relative RMSE was 22.0%. The residuals 
showed a slight positive bias (under-estimate of growth) in plots 
where volume increment exceeded 4.5 m3 ha−1 year−1 (Fig. 4a). 
No bias was observed with basal area (Fig. 4b).

(10)PAIVOL = 0.123 + 0.082(BA) + 0.0006(BA2)

Table 1   Mean, maximum, minimum, and standard deviation (STD) of basic stand descriptors

Variable TPHA 2003 (# 
ha−1)

DBH 2003 (cm) DBH 2013 (cm) BA 2003 (m2 
ha-1)

BA 2013 
(m2 ha−1)

Volume 2003 
(m3 ha−1)

Volume 
2013 
(m3 ha−1)

Mean 154 41.08 43.15 23.07 25.14 226.73 250.34
Maximum 500 88.00 91.46 54.04 57.98 685.41 749.11
Minimum 30 13.29 15.16 1.17 1.44 8.20 10.17
Std. deviation 74.42 12.86 13.29 9.70 10.48 109.89 120.54
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3.3 � Machine learning methods

3.3.1 � Artificial neural network

The neural network structure consisted of a multi-input layer, 
a hidden multi-layer, and an output layer, with a minimum 
5 and a maximum 12 layers (Table 2). The independent 
variables of BA, BA2, slope, aspect, and elevation were input 
layers, and the dependent variable of net annual volume 
increment per hectare was the output layer. For each of the 
MLP- and RBF-based ANNs, five models were examined. 
MLP-based ANNs gave superior results over RBF-based 
models for both training and evaluation datasets, with R2 
values of 0.93 for MLP and 0.90 for RBF (Tables 2 and 3), 
indicating that a strong relation existed between the actual 
measured standing volume and the predicted volume by the 
MLP (Fig. 5).

BA and BA2 were the most important predictor values 
for estimating net annual volume increment, followed by 
precipitation and elevation (Fig. 5).

Similar to the least-squares analysis, the residuals 
showed a slight positive bias (under-estimate of growth) in 
plots where volume increment exceeded 4.5 m3 ha−1 year−1 
(Fig. 6a). No bias was observed with basal area (Fig. 6b).

3.3.2 � Support vector machine

Among the models with different kernels, the support vector 
machine method with an RBF Gamma kernel produced the 
smallest RMSE in both the training and evaluation models 
(Table 4).

The sum of the weight characteristics of each of the 
variable support vectors are as follows: BA (42.21), BA2 
(37.12), precipitation (29.34), temperature (25.15), elevation 
(24.27), slope (20.71), and aspect (12.65). Similar to the 
previous analyses, the residuals showed a slight positive bias 
(under-estimate of growth) in plots where volume increment 
exceeded 4.5 m3 ha−1 year−1 (Fig. 7a). No bias was observed 
with basal area (Fig. 7b).

Fig. 3   Average annual har-
vest volumes and mortality 
(m3 ha−1 year−1) by diameter 
class (cm) between 2003 and 
2013

Fig. 4   Model residuals of 
net annual volume increment 
plotted against observed net 
annual volume increment 
(m3 ha−1 year−1, a) and basal 
area (m2 ha−1, b) based on least 
squares regression analysis
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3.3.3 � Random forest

Based on the graph of squared error variation with 
increasing numbers of trees in the training and validating/
testing dataset, the number of optimal trees for modeling net 
annual volume increment (m3 ha−1 year−1) was estimated 
at 250 trees (Fig. 8). To find the optimal number of trees 
for volume modeling, the error square of the error diagram 
was evaluated with an increasing number of trees in both 
for training and testing datasets. The optimal number of 
trees is the point on the curve when further increases no 
longer reduce the error square diagram, which was reached 
at 250 trees. The optimal number of trees in a random forest 
depends on the number of predictors. If the chosen number 
of trees is too small, however, then some observations will 
be predicted only once or even not at all and some features 
can (theoretically) be missed in all subspaces used, resulting 
in decreased predictive power of the random forest model. 
Thus, a greater number of trees chosen typically results in 
better model outcomes.

Decision trees are powerful and popular tools for 
classification and prediction. In contrast to neural networks, 
the attractiveness of decision trees is that they represent 

clear rules that are easy to interpret. Each box in the tree 
in Fig. 8 represents a node. A decision tree grows from 
the top node, called the root node downward and splits 
the data at each level to form new nodes. The resulting 
tree comprises many nodes connected by branches. Nodes 
that are at the end of branches are called leaf nodes and 
play a special role when the tree is used for prediction. In 
Fig. 8 each node contains information about the number 
of instances (N) at that node and about the distribution 
of the values of the dependent variable. The instances at 
the root node are all of the observations in the training set 
(N = 120). Below the root node (parent, comprised by BA) 
is the first split that, in this case, splits the data into two 
new nodes (children) based on the predictor balance of 
current account. The decision tree derived from the random 
forest classification method has 9 non-terminal children 
and 10 terminal nodes (Fig. 9) and includes the two most 
important decision variables of BA (importance = 1.0), 
BA2 (importance = 0.95), slope (0.13), elevation (0.11), 
precipitation (0.10), temperature (0.09), and aspect (0.08). 
Also, based on the above results, modeling with seven 
variables in each node (k = 7) resulted in a minimum of 

Table 2   Characteristics of RBF and MLP-based ANNs and associated metrics for model training

Index Structure Algorithm Error function Hidden activation R2 RMSE %RMSE BIAS %BIAS

1 MLP 7-12-1 BFGS 11 SOS Logistic 0.908 0.5029 20.867 0.0011 0.0047
2 MLP 7-5-1 BFGS 14 SOS Identity 0.908 0.5020 20.832 0.0468 0.1971
3 MLP 7-9-1 BFGS 11 SOS Identity 0.908 0.5020 20.832 0.0011 0.0047
4 MLP 7-10-1 BFGS 16 SOS Identity 0.907 0.5041 20.917 0.0468 0.1971
5 MLP 7-11-1 BFGS 11 SOS Tanh 0.911 0.4945 20.52 0.0009 0.0016
6 RBF 7-24-1 RBFT SOS Gaussian 0.854 0.624 25.893 0.0010 0.0020
7 RBF 7-30-1 RBFT SOS Gaussian 0.895 0.534 22.179 0.0450 0.0863
8 RBF 7-27-1 RBFT SOS Gaussian 0.865 0.601 24.950 0.0010 0.0020
9 RBF 7-30-1 RBFT SOS Gaussian 0.877 0.576 23.905 0.0450 0.0863
10 RBF 7-29-1 RBFT SOS Gaussian 0.810 0.704 29.213 0.0010 0.0020

Table 3   Characteristics of RBF and MLP-based ANNs and associated metrics for model evaluation

Index Structure Algorithm Error function Hidden activation R2 RMSE %RMSE BIAS %BIAS

1 MLP 7-12-1 BFGS 11 SOS Logistic 0.928 0.24 10.81 0.011 0.5394
2 MLP 7-5-1 BFGS 14 SOS Identity 0.930 0.21 9.451 0.016 0.7316
3 MLP 7-9-1 BFGS 11 SOS Identity 0.930 0.21 9.451 0.014 0.6685
4 MLP 7-10-1 BFGS 16 SOS Identity 0.926 0.24 10.810 0.007 0.3391
5 MLP 7-11-1 BFGS 11 SOS Tanh 0.936 0.19 8.558 0.004 0.2021
6 RBF 7-24-1 RBFT SOS Gaussian 0.862 0.29 13.063 0.009 0.3132
7 RBF 7-30-1 RBFT SOS Gaussian 0.893 0.25 10.810 0.023 1.0520
8 RBF 7-27-1 RBFT SOS Gaussian 0.861 0.28 12.6126 0.039 1.7651
9 RBF 7-30-1 RBFT SOS Gaussian 0.858 0.26 11.711 0.006 0.2926
10 RBF 7-29-1 RBFT SOS Gaussian 0.901 0.27 12.162 0.018 0.852
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RMSE and was selected as optimal K for estimating the net 
annual volume increment.

The net annual volume increment model using the 
Random Forest method had an R2 of 0.89, with a RMSE of 
0.52 m3 ha−1, a BIAS of 0.03 m3 ha−1, a relative RMSE of 
22.2%, and a relative BIAS of 1.4%. In contrast to the previous 
methods, the residuals showed a clear bias, over-estimating net 
annual volume increment in plots with low growth rates and 
under-estimate volume increment in plots with growth rates 
above 4  m3 ha−1 year−1 (Fig. 10a). This bias was less clear but 
nonetheless present with basal area as well (Fig. 10b).

3.3.4 � Nearest neighbor algorithm

The nearest neighbor algorithm weighed with a range of 
1 to 20, and each of four distance metrics (i.e., Euclidean, 
Euclidean squared, Manhattan and Chebychev distances) 
showed that the Manhattan distance metric with K = 11 
neighbors resulted in the least RMSE and bias for both 
training and evaluation datasets (Table  5). Even with 
the best model, the relationship between estimated and 
observed net annual volume increment was modest, 
resulting in an R2 of 0.75.

Compared with the previous methods, the residuals 
showed no bias with either net annual volume growth rates 
(Fig. 11a) or basal area (Fig. 11b). However, the range of 
negative residuals is greater than for the previous methods, 
which were generally less than − 1.5.

A comparison of the fitted models of net annual volume 
increment (m3  ha−1  year−1) as a function of basal area 
(m2 ha−1) shows that all of the evaluated models depicted 
very similar relationships between these two variables. All 
methods depict a slightly curvilinear relationship between 
net annual volume increment and basal area, as evidenced 
by the significance of BA2 in each model (Fig. 12). As a 
consequence, differences in the quality of the model (i.e., 
coefficient of determination, RMSE, and relative RMSE) 
outcomes is largely due to each model’s ability to use 
additional information contained in the physiographic 
factors to refine the model.

A comparison of the coefficients of determination, 
RMSEs, and relative RMSEs of the different estimation 
methods shows that the ANN and SVM methods resulted 
in the best models, with a slight superiority of the ANN 
method over the SVM method (Table 6). The models derived 
from the random forest and the statistical (least-squares 
regression) methods resulted in models providing lesser 
fits, with RMSEs that were 3–4 times larger than the ANN 
model. The kNN-algorithm resulted in the poorest model 
fit based on R2 and the greatest RMSE value of all methods 
that were evaluated.

4 � Discussion

All modeling methods that predict forest performance, such 
as regression models and artificial intelligence models, have 
their own strengths and weaknesses. Although traditional 
regression models are capable of providing specific formulas, 
and these may make it easier to understand the relationships 
between the variables in these models, the many limitations 
of the regression models include stringent statistical 
assumptions such as the normal distribution of data, the 

Fig. 5   Relative importance of predictor variables in the ANN model 
for estimating net annual volume increment

Fig. 6   Model residuals of 
net annual volume increment 
plotted against observed net 
annual volume increment 
(m3 ha−1 year−1, a) and basal 
area (m2 ha−1, b) based on the 
best ANN algorithm
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independence of variables, and equal variances and that, if 
violated, reduces the quality of empirical models (Weiskittel 
et al. 2011). Because we did not include, for example, non-
linear regression analysis in this study, our conclusions of 
the poorer performance of regression analysis compared 
with some machine learning techniques, is limited to 
traditional least-squares linear regression analysis. One of the 
advantages of artificial intelligence techniques in modeling 
is that they are not limited by strict statistical assumptions; 
they are able to incorporate qualitative variables, and produce 
relatively accurate and precise models (Viera et al. 2018; 
Janizadeh et al. 2019). Our results clearly demonstrate the 
capability of some machine learning techniques (artificial 
neural networks and support vector machine methods) 
to produce more accurate estimates of plot-level net 
annual volume increment in uneven-aged, mixed forests 
and to identify important predictors (e.g., basal area and 
physiographic factors such as elevation, slope, and aspect) 
than traditional least-squares regression. Although not all 
artificial neural network and machine learning algorithms 
performed equally well, the superiority of the ANN and 
SVM methods over the regression, RF, and kNN methods 
can be attributed to the nature of machine learning that can 
easily incorporate information of environmental variables 
into models and extract knowledge directly from data 
without any pre-defined assumptions of the phenomenon 

being investigated to significantly improve the quality of the 
models (Bayat et al. 2019b). In fact, the independence on 
initial assumptions about the input data is one of the most 
important features of ANN, which means that input data can 
assume any statistical distribution (Civco et al. 1994). This 
enables the use of machine learning methods for solving 
various problems in natural resources management and based 
on the results of this study, makes them an effective tool for 
modeling volume changes in forest growth models.

The challenge when using artificial neural networks 
models, however, is to find the number of hidden layers and 
the proper transfer functions that result in the least error 
between the predicted and the actual parameter. Although 
there is no general rule for selecting the number of hidden 
layer neurons yet, some researchers have suggested that this 
number should be equal to one more than twice the number of 
input neurons (input variables) (Zhu et al. 2018), even though 
the number of neurons obtained from this expression does 
not necessarily guarantee the best results or generalization of 
network results. Because the number of hidden layer neurons 
depends on the dataset and on the number and quality of 
training patterns, the analysis is repeated with different 
numbers of hidden layers until evaluation criteria indicate 
the number of hidden layers that resulted in the best model 
fit. In this study, the trial and error procedure showed that 
11 hidden layers resulted in the best performance of the two 

Table 4   Evaluation of SVMs 
based on different kernel types

Kernel type Linear Polynomial RBF Gamma Sigmoid

Train Evaluation Train Evaluation Train Evaluation Train Evaluation

R2 0.90 0.86 0.89 0.85 0.91 0.92 0.39 0.41
RMSE 0.45 0.52 0.44 0.48 0.3 0.33 0.80 0.83
BIAS 0.092 0.097 0.19 0.099 0.063 0.061 2.23 2.31
%RMSE 28.08 23.83 18.55 22.06 12.44 14.93 33.45 37.41
%BIAS 3.81 4.36 7.88 4.45 2.61 2.74 92.53 104.05
Gamma - 0.14 0.14 0.14
Epsilon 0.1 0.1 0.1 0.1
Capacity 10 10 10 10

Fig. 7   Model residuals of net 
annual increment growth plotted 
against observed net annual vol-
ume increment (m3 ha−1 year−1, 
A) and basal area (m2 ha−1, 
B) based on the best SVM 
algorithm
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ANN algorithms that produced a robust model with our 
input variables that evaluated the influence of basal area and 
physiographic factors on net annual volume increment. For 
both ANN models that were tested (i.e., the MLP-based ANN 
and the RBF-based ANN), using more than 11 neurons in the 
hidden layer did not significantly improve model accuracy. 
This number is similar than those of a multilayer feed 
forward neural network that achieved the lowest RMSEs for 
predicting tree height and volume of Chinese fir with four and 
seven nodes, respectively (Huang et al. 2014). In this study, 
the ANN based on the multilayer perceptron network (MLP) 
provided a better fit to the data than the RBF-based ANN and 
explained 92% of the variability in the data. In both cases, 
BA and BA2 were the most influential variables whose effects 
were further modified by physiographic and microclimatic 
factors in the form of elevation, slope, and aspect. Similar to 
results in other studies (Toth et al. 2008, Foody et al. 2003), 
artificial neural network models in this study outperformed 
regression analysis and resulted in much smaller model 
RMSEs. We thus conclude that the artificial neural network 
model can increase the accuracy of estimation prediction and 
is thus a good alternative to conventional regression models 
for estimating volume increment, particularly when nonlinear 
relationships are expected between the independent variables 
and the dependent variables.

The RBF-gamma SVM algorithm was superior to the 
linear, polynomial, and sigmoid alternatives for modeling net 
annual volume increment in this study. Although the model 
explained 92% of the variation in the evaluation dataset, 

the mean squared error was slightly greater than that of the 
ANN method. The nearly identical performances of SVM 
and ANN in this study are not unusual and have been noted 
when accuracies of classifications using SVM and ANN 
were compared (Dixon and Candade 2008). Comparing 
classification based on support vector machine with maximum 
likelihood classification, neural network, and decision tree, 
Huang et  al. (2002) also noted that the accuracy of the 
support vector machine was superior to the other methods and 
considered the reason for this the finding an optimal decision-
making boundary.

The net annual volume increment model based on the 
RF algorithm in this study that explained about 89% of 
the variation in the data placed the greatest importance on 
plot basal area, followed by precipitation and elevation. 
Consistent with ANN and SVM-based results, the inclusion 
of topographic data as auxiliary data was able to improve 
the model. Similar results were obtained for modeling 
volume and basal area in the Darabkola forest of Sari, 
Iran, when plot-based estimates were complemented with 
spectral data from the Pleiades satellite and topographic 
auxiliary data (Zahriban et  al. 2015). Using the non-
parametric RF algorithm that included both spectral 
and auxiliary data resulted in a 5% reduction of RMSE 
compared with the use of spectral data only for volume 
modeling and a reduction between 1 and 3% for basal area 
modeling (Zahriban et al. 2015). Despite this improvement 
of the model when incorporating topographic data, our 
results do contrast with those of Shataee et al. (2012), 

Fig. 8   Variation in mean 
squared error in estimating the 
volume relative to the number 
of trees
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who found that the random forest algorithm had a superior 
performance compared with other machine learning 
methods.

Modeling net annual volume increment using the nearest 
neighbor algorithm based on the Manhattan distance 
measure explained only 84% of the variation in the data 
with greater bias than ANN and SVM models. McRoberts 
(2012) estimated forest attribute parameters for small areas 

using nearest neighbor techniques and obtained a root mean 
squared error of 64.73 with 25 optimum k, which was a 
greater error rate than in the present study.

The much greater relative RMSE produced by the kNN 
method compared with SVM and RF methods in this 
study is in contrast to a study by Shattaee et al. (2012) 
who investigated stand volumes derived from ASTER 
sensor data using kNN, SVM, and RF methods and found 

Tree graph for iv
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Fig. 9   The decision tree derived from random forest

Fig. 10   Model residuals of 
net annual volume increment 
plotted against observed net 
annual volume increment 
(m3 ha−1 year−1, a) and basal 
area (m2 ha−1, b) based on the 
random forest
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a lower relative RMSE (28.4%) for the kNN method that 
was similar to those of the SVM (25.9%) and RF (26.9%) 
methods. However, one of the problems associated with 
the kNN algorithm is that all features of the neighbors 
have a similar effect on the distance of a new record to 
its neighbors, which can mislead the classification process 
and reduce the accuracy of the algorithm (Thanh and 
Kappas 2018).

In this study, all methods consistently indicated a 
curvilinear relationship of net annual volume increment 
with basal area, with maximum volume increment 
occurring at the greatest basal areas. This is not surprising, 
because the magnitude of growth is largely a function of 
the size of the growing stock. Owing to the shade-tolerance 
of the attending species, even the net annual volume 
increment of trees < 24 cm DBH was not significantly 
negatively affected by high basal areas (p > 0.79) in this 
study. However, we did not evaluate, and thus, we cannot 
exclude, potentially adverse effects of high basal areas 
on the regeneration. It is important to remember that 
this analysis investigated net annual volume increment 
as a function of the range of basal areas within and not 
among stands. Because uneven-aged beech forests are not 
primarily managed for maximum volume increment rates 
but to also ensure sufficient regeneration and up-growth 
of trees through the diameter distribution to sustain the 
uneven-aged system, it is clear that average stand-level 

basal areas and volumes are kept much below those that 
maximize net annual volume increment over a single 
decade. The average stand-level basal area in this study 
that ranged between 23.1 and 25.1 m2 ha−1 and average 
volumes that ranged between 227 and 250 m3 ha−1 in 
2003 and 2013 were lower than the recommended ranges 
of 26–26 m2 ha−1 or 300–350 m3 ha−1, respectively, that 
ensure both structure and sustainable volume increment 
in Oriental beech forests in Iran (Eslami 2017). An 
average observed net annual volume increment of 
2.3 m3 ha−1 year−1 plus a harvest level 5.7 m3 ha−1 year−1 
and a mortality of 2 m3 ha−1 year−1 indicate that this 
uneven-aged forest may provide a sustainable yield of 
6  m3  ha−1  year−1 (i.e., net growth plus harvest minus 
mortality) when managed at current basal area and volume 
levels. Because the average basal area is quite a bit lower 
than the 36.8 m2 ha−1, and the increment is much higher 
than the 4 m3 ha−1 year−1 of sustainable yield reported 
for uneven-aged managed forests in the region (Bayat 
et al. 2013), there are two general management options 
for this forest. First, maintain current harvest levels and 
gradually build up volume stocks to the recommended 
300–350 m3 ha−1 or increase harvest levels to sustain 
current levels of volume stocks. To facilitate that decision, 
future research needs to relate regeneration dynamics to 
various levels of basal areas and volume stocks in this 
study region.

Table 5   Results and evaluation 
related to analysis of k-nearest 
neighbor

KNN Euclidean Euclidean squared Manhattan Chebychev

Train Evaluation Train Evaluation Train Evaluation Train Evaluation

K range 1–20 1–20 1–20 1–20 1–20 1–20 1–20 1–20
R2 0.71 0.73 0.71 0.73 0.73 0.75 0.71 0.72
RMSE 0.95 0.81 0.95 0.81 0.84 0.78 0.95 0.82
BIAS 0.06 0.14 0.06 0.14 0.03 0.04 0.05 0.13
%RMSE 39.52 36.63 39.52 36.63 35.24 36.51 39.62 36.64
%BIAS 0.27 6.31 0.27 6.31 0.25 2.22 0.26 6.12
Optimal K 10 10 10 10 11 11 10 10

Fig. 11   Model residuals of 
net annual volume increment 
plotted against observed net 
annual volume increment 
(m3 ha−1 year−1, a) and basal 
area (m2 ha−1, b) based on the 
nearest neighbor algorithm
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5 � Conclusion

With the advent of machine learning methods, the precision 
of solving complex problems in many fields has increased 
in recent years. These methods have proven to be more 
effective in activities that use mathematical models such 
as regression. Machine learning methods have been widely 
used to estimate forest inventory parameters. In this study, 
four machine learning algorithms as well as statistical 
analysis were used to model forest volume increment in a 
Hyrcanian uneven-aged mixed forest. Similar to results by 
some researchers who compared machine learning results to 
allometric models to predict forest characteristics, we found 
that some machine learning methods, especially artificial 
neural network and support vector machine were superior 
and more accurate than other machine learning methods as 
well as traditional least-squares regression. The ability to 
accurately predict wood volume provides the basis for the 
sustainable management of forests as well as a more accurate 
forecast of the allowable cut that can be extracted from 
forests. This is particularly important in uneven-aged forest 

management, where accurate forecasts of the net volume 
growth are needed to maintain the species composition 
and structures that characterize these forests. In this study, 
we have shown that some machine learning methods may 
provide a more detailed picture of the distribution of net 
volume growth than can be achieved with linear regression 
analysis.
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